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Stochastic modeling of the radiolysis of water and of aqueous solutions employing simulated track structures
and the independent reaction times methodology is used to investigate the physical and chemical processes
underlying observed radiation chemical kinetics. The calculations accurately reproduce both the time dependent
yields of eaq- and the scavenging capacity dependence of the (scavenged) yields of eaq

-, OH, H2, and H2O2

measured experimentally. The local spatial distribution of eaq
- is described by a Gaussian of standard deviation

4.0 nm. This distribution reflects the “thermalization” of the subexcitation electron. The value matches
recent experimental estimates but is somewhat wider than predicted in earlier (deterministic) studies. The
Gaussian distribution used for H3O+, OH, H, and O has a standard deviation of 0.75 nm, which is of the
same order obtained previously using deterministic methods. This distribution is due to the distance traveled
between electronic collisions of low-energy (<25 eV) electrons and the fragmentation of the molecular cation,
H2O+.

1. Introduction

The irradiation of water is immediately followed by a period
of fast chemistry whose short-time kinetics reflect the competi-
tion between the relaxation of the nonhomogeneous spatial
distributions of the radiation-induced reactants and their reac-
tions.1 A variety of experiments including direct absorption
studies2-8 and treatments involving the inverse Laplace trans-
form analysis of scavenger data9,10are available in the literature.
These experiments provide a great deal of information about
the chemistry occurring and contain the most directly available
information about the consequences of radiation damage in
water. However, these experiments do not provide sufficient
information for a complete understanding of the radiation-
induced chemistry. Simulation of the nonhomogeneous kinetics
provides insight into the physicochemical processes that deter-
mine the initial “local” distribution of reactants and into the
factors affecting the competition between the diffusion and the
reaction of the radiation-induced reactants. These methods also
help in the elucidation of the energy loss properties of electrons
in water and of the effects of these processes on the structure
and the chemical development of electron tracks.
This study describes the use of stochastic simulation methods

to model the short-time radiation chemistry of water and of
aqueous solutions of scavengers for the hydrated electron and
the hydroxyl radical. The goal is to provide fundamental
information that can then be used to aid in the understanding
of more complex, complicated chemical and biological systems.
A detailed comparison of the results of the calculations with
experimental results is made to demonstrate the capabilities of
the techniques and to extract information about the local spatial
distribution of the radiation-induced reactants and about the
reactions underlying the observed chemistry.

2. Track Structure Simulation

As an electron passes through an aqueous solution, its energy
is transferred primarily to the molecular electrons of the solvent,

causing ionization or excitation. Low-energy daughter electrons
created in the ionization processes may then produce other
ionizations and excitations close to the primary event. The
clusters of ionization and excitation events, known as spurs,11

are usually considered to be spatial isolated, since the mean
distance between primary energy loss events along the track of
an energetic electron is large; for a 1 MeV electron in liquid
water the ratio of the inelastic to the total collision cross section
is∼0.7 and the mean free path between inelastic events is about
0.36µm.12-14

The energy loss by an energetic electron is an essentially
stochastic phenomenon and is therefore amenable to simulation
using Monte Carlo techniques. In a recent paper,14 a methodol-
ogy for modeling the tracks of energetic electrons was described.
This technique models the trajectory of an electron, keeping
track of the position, size, and nature of the energy loss events
that mark the track of the electron. The calculations reported
differ from others in the literature15-18 in that they employ
realistic cross sections for liquid water. In particular, the
electronic contribution to the inelastic cross section is derived
from the dipole oscillator strength distribution for liquid water
and so correctly incorporates the effects of phase in the inelastic
energy loss properties, i.e., the cross section is not simply that
for density normalized gaseous water.12 An additional facet is
that the outcome of an electronic collision, that is, whether
ionization or excitation occurs, is determined from available
data for the photoionization of liquid water.19 The correct
experimental angular dependence of the cross section for elastic
collisions is employed rather than that suggested by a Rutherford
cross section with Moliere screening. The details of the
simulation methodology and the cross sections used are
described and discussed extensively in the earlier publication.14

The excited molecular ions and molecules produced by the
transfer of energy from an energetic electron rapidly fragment
and thermalize, while low-energy electrons slow, thermalize,
trap, and solvate. Consequently, on the picosecond time scale
the track of an energetic electron appears as a series of clustersX Abstract published inAdVance ACS Abstracts,July 15, 1997.
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of highly reactive radicals and ions. The physicochemical
processes following ionization and excitation are poorly under-
stood, and an acceptable theoretical treatment of these events
is still required.1 In the following calculations, the effects of
these processes are treated empirically by sampling from
Gaussian spatial distributions, which were parametrized to match
the experimental data. Track structure simulations have been
performed degrading all electrons to a minimum energy,γfinal,
of 5 or 25 eV. In the former case, the value ofγfinal is less
than the smallest energy loss event that can result in an
ionization or an excitation. Forγfinal ) 25 eV, these processes
are still possible and an alternative treatment is necessary. An
analytic procedure based on a technique for the prediction of
the contents of low-energy spurs outlined by Pimblott and
Mozumder20 has been used. This method relies upon experi-
mentally available photoionization data for liquid water to
determine the consequences of an electronic energy loss by an
energetic electron. In essence, the probability of an ionization
event is determined from theW value for liquid water. TheW
value describes the average energy required per ionization and
can be estimated from the equation21

using the experimentally measured values of W∞ ) 20.8 eV7

andU ) 8.3 eV.20 Here,W∞ is the limitingW value at high
energies. For a 25 eV electron,W(E) ≈ 25 eV and the average
number of ionizations is 1. Consequently, for electrons of
energy smaller than 25 eV, the average probability of a low-
energy ionization event is

Complete energy loss simulation toγfinal ) 5 eV and simulation
to γfinal ) 25 eV in conjunction with the use of the analytic
treatment for low-energy electrons give (essentially) the same
initial track yields. Furthermore, the choice ofγfinal has little
effect on the simulated kinetics. The calculations reported here
are for the latter approach, i.e.,γfinal ) 25 eV, since this approach
is considerably more computer efficient.
The molecular ions and excited states produced by the energy

loss events in the electron radiolysis of liquid water have very
short lifetimes even on the time scale of spur kinetics. They
fragment or rapidly react with surrounding water molecules,
producing the reactive radicals and ions of principle concern in
the radiation chemistry of aqueous systems. Recent photoion-
ization experiments have given some information about the
kinetics of the thermalization and solvation of low-energy
electrons and about the lifetimes of the molecular ions and
excited states;22-26 however, the current state of knowledge
about these species is limited even in a qualitative sense.1 In
the following calculations, simple parametrizations are used to
describe the outcomes of the various physicochemical processes.
This treatment is justified in a discussion of radiation chemical
kinetics because the lifetimes of molecular ions, excited states,
and presolvated electrons are shorter than 1 ps and are
considerably less than the time scale of the experimentally
observed nonhomogeneous kinetics.1

In the track structure simulations reported, ionization events
are identified as one of four main types resulting from the
removal of the electron from the 1b1, 3a1, 1b2, or 2a1 orbital.
The branching ratios for the different ionization events was
discussed in the earlier description of the simulation method.14

In the gas phase, the photoionization of water leads to a variety
of different ionic products depending on the available energy;27

however, here all ionizations are presumed to result in the

production of Haq+, OH, and eaq-. This treatment of ionization
is common in modeling radiation chemical kinetics28-30 and
relies on the assumption that all single ionization excited ionic
states are rapidly converted to the 1b1 state before fragmentation.
Two different types of excitation event are considered that result
in the production of H-OH or H2-O pairs, and the ratio of
these pairs is know to be∼3:1 from the analysis of experimental
data.31

3. IRT Kinetic Method

A high-energy electron in water leaves in its wake a track
made up of clusters of highly reactive radicals and ions; eaq

-,
H3O+, OH, H, and O. The observed chemistry of these reactants
reflects the initial nonhomogeneous spatial distribution and their
subsequent diffusion and reaction. Because of the large number
of reactants comprising a radiation track, a full random flights
simulation of the short-time kinetics in radiolysis is very
computer intensive. Alternative, more efficient methodologies
are necessary for consideration of the wealth of experimental
data available. An elegant Monte Carlo simulation technique,
the independent reaction times (IRT) model, has been developed
by Clifford et al.,32-34 which facilitates the modeling of the
reaction kinetics of spatially nonhomogeneous distributions of
large numbers of particles by using the independent pairs
approximation that is implicit throughout the Smoluchowski-
Noyes treatment of kinetics.
The IRT model has been developed in detail in a series of

papers and has been validated by comparison with full random
flights simulations.32-36 In essence, the simulation of the
kinetics of a cluster of reactants begins by considering their
initial spatial distribution. The separations between all the pairs
of particles are evaluated. Overlapping pairs are allowed to
react, and reaction times for all the surviving pairs are calculated
from the reaction time distribution functions for the pairs as if
they were in isolation (the independent pairs approximation).
The resulting ensemble of times is then used to determine the
times of subsequent reactions. When a reaction occurs, any
reactive products are positioned using the “diffusion approach”
detailed by Clifford et al.,33 new reaction times are determined
from the appropriate first passage time distribution function,
and a modified ensemble of times is created. The simulation
proceeds until a predefined cutoff time is reached or until no
reactive particles remain. Repeated realization using a different
initial configuration and random number seeds provides the
kinetics of the system.
Initially, the IRT method was applied to the kinetics of

isolated spurs. Such calculations were used to test the model
and the validity of the independent pairs approximation upon
which it is based.32-37 In addition, crude attempts were made
to reproduce experimentally measured escape yields using
idealized spur size distributions.38 These calculations predicted
physically unrealistic radii for the spurs and, with hindsight,
demonstrated that the concept of a distribution of isolated spurs
is physically inappropriate. Application of the IRT methodology
to an idealized (but inaccurate) radiation track has also been
documented,39 and calculations have now been presented in a
number of papers.30,40,41 Thus far, reasonable agreement
between experimental data for scavenger and time-dependent
yields and the predictions of kinetic simulation has not been
found. Such a match between experiment and calculation is
demonstrated in the results reported here, showing that the
important input information is the initial configuration of the
reactants, i.e., the use of a realistic radiation track structure. A
detailed description of the IRT methodology and its application
to radiation tracks has been given previously.39

W(E) ) EW∞/(E- U)

〈Pionization(E)〉 ) E/W(E) ) (E- U)/W∞
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The predicted kinetics reported in this study are for the
degradation of an electron of initial energy of 1 MeV by 10
keV, including the complete simulation of any high-energyδ
rays produced (even if their energy is greater than 10 keV).
Each calculation represents the averaged chemistry of at least
102 different electron tracks. The reaction scheme and IRT
reaction parameters for the radiolysis of water as well as the
diffusion parameters employed in the kinetic calculations are
taken from Tables 1 and 2 of ref 42. In the scavenger studies,
generic idealized scavengers are considered, although the
parameters used are appropriate for the prototypical eaq

-

scavenger methyl chloride and the OH scavenger bromide.

4. Results and Discussion

4.1. Ionization and Excitation Yield. The ionization yields
predicted by the simulation technique for a 1 MeV electron track
and for the first 10 keV of attenuation of a 1 MeV electron
track are both 4.9(2) per 100 eV with track-to-track fluctuations
of (0.01 and(0.2, respectively. (Radiation chemical yields
are given in units (G values) of radicals or molecules per 100
eV of energy absorbed.) This value is in excellent agreement
with the initial yields extrapolated from direct absorption
experiments that measure the time dependence of the hydrated
electron,G0 ) 4.9,7,43 and from studies of the scavenging
capacity dependence of the scavenged yield of the electron,G0

) 4.8.9 The yield of electronic excitation predicted by the
simulations is 1.8, which compares favorably with earlier
calculations of Kaplan et al.44 that predicted 1.4. This yield
for excitation is somewhat larger than expected from the initial
yield of hydrogen atom and molecular hydrogen,G(H + H2)
) 0.6, inferred from scavenger experiments.9 However, this
difference is probably due to the effects of cage recombination.
When these effects are included as suggested by Pimblott and
Mozumder,20 the excitation yield is reduced to 0.6 and the
predicted excitation yield corresponds to that obtained experi-
mentally.
The “initial” physicochemical and 1 ps yields of the radiation-

induced reactants resulting from the ionization and excitation
yields are given in Table 1. The agreement between these
calculated yields and the yields obtained by extrapolation of
experimental data to short times9 is excellent with errors for
the radical species smaller than 2%. Comparison of the yields
for 1 MeV electron tracks and for the first 10 keV section of
these tracks shows that the short-time yields are essentially the
same, which suggests that the 10 keV section is an acceptable

model for the complete track. Reaction in the first picosecond
following irradiation accounts for a chemically insignificant
amount of the radiation-induced radicals.
4.2. Hydrated Electron Yield. A large amount of experi-

mental data concerning the radiation chemical yield of eaq
- is

available in the literature; direct absorption experiments have
been used to measure the time dependence of the yield in
deaerated water2,3,5-7,45 and a variety of scavengers have been
used to determine the effect of scavenging capacity,s (equal to
the product of the scavenger concentration and the rate coef-
ficient for the scavenging reaction,k[S]), on the scavenged yield
of eaq-.9,46-49,50,51,52 The time dependence of eaq- measured
experimentally is shown in Figure 1. Extrapolation of these
data to the picosecond time scale suggests a yield of eaq

- of
4.9( 0.2.43 These data are compared with data from simulated
kinetics of a 1 MeV electron degraded by 10 keV. Three
different calculations are shown in which the standard deviation
of the “thermalization” distribution forE ) γfinal to solvation
of eaq- is 3.0, 4.0, and 5.0 nm. In all three sets of simulations
the standard deviation of the spatial distribution of the “heavy
reactants” (H3O+, OH, H, and O) is 0.75 nm. The best
agreement between experiment and calculation is found for
σ(eaq-) ) 4.0 nm. Additional simulations (not shown) reveal
that the time dependence of eaq

- is not very sensitive to the
width of the distribution for OH, provided the parameter
σ(OH) is in the range 0.5-1.0 nm. The kinetics predicted at
short times, less than 0.1 ns where very little reaction occurs,
are primarily determined by the ionization yield. This parameter
is determined in the Monte Carlo track structure simulation and
is not adjusted in any manner whatsoever.
The “thermalization” distribution for eaq- represents the

degradation of the electron energy fromE ) γfinal to solvation.
The width of this distribution is in very good agreement with
estimates of Crowell and Bartels in a recent picosecond laser
study of the multiphoton ionization of liquid water. For energies
greater than 12 eV they find a lower limit to the thermalization
distance ofσ(eaq-) > 3.5 nm.53 Furthermore, the root-mean-
square distance,〈r2〉1/2 ) σx3, obtained from the Gaussian
distribution is 6.9 nm, which is similar to the mean thermal-
ization lengths estimated by Konovalov et al. from electron
photoejection experiments in water,〈l〉 ) 6.0-8.0 nm.54,55It is
important to note that the thermalization distances of Konovalov

TABLE 1: “Initial”and Short-time Yields of the
Radiation-Induced Species Produced by 1 MeV Electronsc

1 MeV electron track
10 keV section of

1 MeV electron track

chemical
species expta

“initial”
yield

1 ps
yield

“initial”
yield

1 ps
yield

eaq- 4.78 4.93 4.88 4.97 4.92
Haq

+ 4.78 4.93 4.90 4.97 4.94
OHb 5.50 5.37 5.57 5.41 5.60
H 0.42 0.45 0.44 0.45 0.44
H2 0.15 0.16 0.16 0.15 0.16
Ob 0.16 0.15
OH- 0.02 0.02
H2O2 0.04 0.04

a Taken from the analysis of a compilation of scavenger data by
LaVerne and Pimblott.9 Similar values were also obtained by Schwarz.31

b Reaction of “O” atom with water to give 2OH radicals is (effectively)
instantaneous on the time scale of spur reaction.c The initial yield is
defined arbitrarily as the yield after all the physicochemical processes
have taken place and before chemistry occurs.

Figure 1. Time-dependent decay kinetics of eaq
- in the electron

radiolysis of water. Direct absorption experiments: ref 2 (]); ref 3
(3); ref 5, stroboscopic detection method (4); ref 5, CW laser/
photodiode detection method (O); ref 7 (0); ref 8 (×); ref 45 (b). ILT
of scavenger data of ref 43 are shown as the dashed line. IRT simulation
results withσ(OH) ) 0.75 nm are shown as solid lines forσ(eaq-) )
3.0 nm (1),σ(eaq-) ) 4.0 nm (2), andσ(eaq-) ) 5.0 nm (3).
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et al. depend on the initial electron energy, whereas the width
obtained here is for a distribution of energies. Previous
theoretical studies are rather contradictory and do not match
the available experimental data. Consequently, agreement with
the calculations reported here is limited; the spur width is
considerably larger than obtained from deterministic analyses
of scavenger experiments, whereσ(eaq-) ≈ 2-3 nm,31 while
the〈r2〉1/2 distance is still considerably smaller than the “average
thermalization distance” of∼13 nm estimated by Monte Carlo
simulation of the energy loss of subexcitation electrons in solid
water56-58 using the cross sections for ice.59-61 To be fair, in
the discussion of the latter paper, the authors document
considerable uncertainties in their calculations and note that their
simulated distribution has a most probable separation distance
of about 2.5 nm but with a very long tail. The Gaussian function
employed here is a convenient empirical distribution and the
profile may not be entirely realistic at short times; however,
because of the nature of Brownian motion, the actual distribution
will rapidly tend to a Gaussian as diffusion occurs.
Theoretical studies9,62-64 have previously shown that the time

dependent decay of eaq-, G(t), and the dependence of the
scavenged yield of eaq- on scavenging capacity,G(s), are related
by the Laplace transform relationship,

Until recently, there was an apparent discrepancy between the
two types of experiment.9,65 The origins of the differences
between the sets of data were revisited in ref 43, and the data
have been reconciled by the use of an improved measurement
for the rate coefficient for the scavenging of eaq

- by CH3Cl.49

Clearly, an accurate description of the radiation chemistry of
water must reproduce both types of experimental data using
the same parameters.
Figure 2 shows the scavenging capacity dependence of the

scavenged yield of eaq- calculated withσ(eaq-) ) 4.0 nm and
σ(OH)) 0.75 nm. Comparison of the modeled chemistry with
data from experimental scavenger studies and with the scaveng-
ing capacity dependence predicted by the Laplace transform of
the time dependent data reported by Pimblott et al.43 shows
excellent agreement. The calculations reproduce both the
absolute yields and the relative variation as a function of
scavenging capacity of the majority of the data. The experi-
mental yields in the figure are used as given in the original
studies. For the most part, the scavenging capacities of the
solutions were calculated using rate coefficients from the
compilation of Buxton et al.66with corrections to the scavenging
rate coefficient for ionic strength and concentration effects made
using experimental determinations ofk(eaq- + S) where feasible.
(This correction is particularly important for concentrated
solutions. For instance, the rate coefficient for cystamine with
eaq- drops from 3.2× 1010 M-1 s-1 at 0.1 M to 0.7× 1010

M-1 s-1 at 1 M.)
Two scavenging rate coefficients are not taken from ref 66.

(i) For eaq- + N2O, experimental estimates of the rate coefficient
for the reaction of eaq- with N2O range from∼0.2× 1010 to
1.0× 1010M-1 s-1.67-72 This difference represents a factor of
5 in the scavenging capacity dependence and makes it difficult
to properly collate this system with the experimental data for
other systems. The selected value in ref 66 for this reaction is
9.1× 109 M-1 s-1, which is at the upper end of the measured
range and is considerably different from that selected in the
earlier compilation of Anbar and Neta,73 wherek(eaq- + N2O)
) 5.6× 109 M-1 s-1. Experimental data for the effect of N2O
concentration on the yield of N2 are shown in Figure 3. Also
included in the figure are calculations for the system employing
scavenging rate coefficients of 2.0, 5.6, and 9.1× 109 M-1 s-1.
Clearly, the best agreement of simulation with experiment is
obtained fork(eaq- + N2O), which is 5.6× 109 M-1 s-1 as
measured by Hart and Fielden70 and given in the compilation
of Anbar and Neta. Furthermore, a rate coefficient of∼5 ×
1010 M-1 s-1 is also obtained from the measurement ofk/G by
Koulkes et al.74 at [N2O] ) 0.022 M if theG value of Dainton
and Logan50 (∼3.3) is assumed. Consequently, the data for N2O
are presented in Figure 2 usingk(eaq- + N2O) ) 5.6 × 109

M-1 s-1. The considerable scatter in the data shown in Figure
3 makes it impossible to distinguish if the choice ofk(eaq- +
N2O) is closer to the correct value than that given by Buxton et

Figure 2. Scavenging capacity dependence of the scavenged yield of
eaq-. Scavenger experiments: ref 46, MeCl (0), MeCl+ 10-3 M MeOH
(O), MeCl+ 10-2 M MeOH (4), MeCl+ 10-1 M MeOH (3); ref 49,
MeCl + 10-2 M PrOH (]), MeCl+ 3× 10-2 M PrOH (+), MeCl+
10-1 M PrOH (×); ref 50, N2O (*); ref 51, N2O (3 with a vertical
slash); ref 52, Cd2+ (0 with × crossbar); ref 47, conventional pulse
radiolysis with Cd2+ (0 with horizontal slash), cystamine (O with
horizontal slash), stroboscopic pulse radiolysis with Cd2+ (0 with
vertical slash), cystamine (O with vertical slash); ref 48, glycylglycine
(4 with horizontal slash). Best fit to scavenger data withGesc) 2.56,
G0 ) 4.80, andτ ) 2.77 ns43 (solid line). The Laplace transform of
direct absorption data from ref 43 is shown as a dashed line. IRT
simulation withσ(eaq-) ) 4.0 nm andσ(OH) ) 0.75 nm (b).

G(s) ) s∫0∞G(t) exp(-st) dt (1a)

Figure 3. Effect of N2O concentration on the yield of N2 produced by
electron radiolysis. Experiments: ref 50, N2O (*); ref 51, N2O (3 with
a vertical slash). IRT simulation withk(eaq- + N2O) ) 2.0× 109 M-1

s-1 (solid line),k(eaq- + N2O) ) 5.6× 109 M-1 s-1 (dashed line), and
k(eaq- + N2O) ) 9.1× 109 M-1 s-1 (dotted line).
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al. or if other factors are involved.66 (ii) For eaq- + CH3Cl, as
discussed earlier, the recent measurement of Schmidt et al.49

was used for this scavenging reaction.
Figure 2 contains significantly more data than Figure 5 of

ref 9 and Figure 2 of ref 43. The data of Wolff et al.47 for the
scavengers Cd2+ and cystamine extends the range of scavenging
capacity from∼109 s-1 to greater than 1010 s-1. The conven-
tional pulse radiolysis experiments (symbols0 and O with
horizontal slashes) are based on dosimetry assuming the eaq

-

yield at 100 ns is∼2.8, which is consistent with the time
dependence shown in Figure 1. The 6 ns integrated yields
obtained by stroboscopic pulse radiolysis (symbols0 andO
with vertical slashes) rely on dosimetry using the nanosecond
time scale decay of eaq- measured by Jonah et al.,6 which is
also included in Figure 1 and is reproduced by the track structure
simulation. The data for Cd2+ at high scavenging capacity (0
with horizontal and vertical slashes) mesh closely with additional
studies at lower scavenging capacity by Shirashi et al.52 (0 with
× crossbars).
One of the eaq- scavengers considered in Figure 2, cystamine,

is also a very potent OH scavenger with a rate coefficient,k(OH
+ S), of ∼2 × 1010 M-1 s-1.66 The effects of cooperative
scavenging of OH on the amount of eaq

- scavenged have been
shown to be significant when the scavenging capacity for eaq

-

is low and when that for OH is high,∆G≈ 0.3.75 However, at
the high eaq- scavenging capacities of the data included in Figure
2, the cooperative effect of cystamine scavenging of OH on
the yield of eaq- is very small. The appropriate correction is
straightforward to calculate using the analytic formalism
presented in ref 75. At an eaq- scavenging capacity of 108 s-1,
the cooperative effect of cystamine scavenging of OH results
in an increase of 1.2% in the scavenging yield of eaq

-, while at
1011 s-1 the increase is 0.2%. These are not experimentally
distinguishable differences.
Also included in Figure 2 is the fit of the empirical function9

to the experimental data for CH3Cl and glycylglycine obtained
by Pimblott et al.43 The parametersG0 andGescare the initial
yield and that escaping spur reaction, respectively, andτ is a
time constant characteristic of the nonhomogeneous reaction.
This fit was obtained withG0 ) 4.80,Gesc ) 2.56, andτ )
2.77 ns. The inverse Laplace transform of eq 2 forG(t) is9

with Ff(x) being the auxilliary function for the Fresnel inte-
grals.76 The decay kinetics predicted by this analysis are shown
in Figure 1 and are in excellent agreement with the modeled
kinetics as well as with results from the direct absorption
experiments.43

The only discrepancy between the calculated eaq
- yields and

the experimental values are for some of the scavenging data
for N2O, as discussed above, and the direct absorption measure-
ment of Hunt and co-workers8 in deaerated water. The studies
of Hunt showed no decay in the yield of eaq

- from 20 to 350
ps, and it was inferred that the initial yield of eaq

- was 4.0.77

Higher yields measured on the same time scale with scavengers47

were attributed to scavenging of the dry electron. Recent
subpicosecond laser studies22,26have shown that the electron is
solvated within a few tenths of a picosecond, so this type of
dry electron reaction cannot be occurring (unless the rate
coefficient is about 1014 M-1 s-1). There is no obvious reason

why the early work of Hunt and co-workers on the decay of
eaq- in deaerated water is flat on the subnanosecond time scale.
In this modeling study, more weight has been given to the recent
studies of Jonah and co-workers45 and of Sumiyoshi et al.7

The decay of eaq- in deaerated water is due to a number of
spur reactions, the most important being31

and

The calculations show the time dependence of these two
reactions to be the same; however, the yields differ by a factor
of about 2. At 1 ps,G(R1)≈ 0.01 andG(R2)≈ 0.02, while at
1 nsG(R1) ≈ 0.25 andG(R2) ≈ 0.52, and at 1µs G(R1) ≈
0.63 andG(R2) ≈ 1.24. The rate coefficients of the two
reactions differ by less than 8%,66 and in the simulations the
initial distributions describing the separation between sibling
eaq--Haq

+ and eaq--OH pairs are the same, a Gaussian with
standard deviationσ ) (σ2(eaq-) + σ2(OH))1/2≈ 4.1 nm. The
different yields for the two reactions reflect the different rates
of reaction between sibling pairs due to the effective reaction
distances of eaq- + Haq

+, aeff ) 0.23 nm, and of eaq- + OH,
aeff ) 0.54 nm. The large value of the diffusion coefficient of
Haq

+, D ) 9.0× 10-9 m2 s-1, boosts the rate of reaction R1,
so it is comparable to that for reaction R2.
4.3. Molecular Hydrogen Yield. Although reactions R1

and R2 dominate the decay kinetics of eaq
-, it is also involved

in additional chemistry. Two of these reactions

as well as the bimolecular reaction of H,

give molecular hydrogen. Although the time dependence of
the production of H2 has not been measured, the effect of
scavenging capacity on the yield of H2 has been studied
experimentally.9,78-80 The yield of H2 in the electron radiolysis
of deaerated water is considered in Figure 4. It compares the
experimental data for the scavenging capacity dependence of
H2 with the simulated yields from a 10 keV section of a 1 MeV
track. The agreement between calculation and experiment is
good; however, there are some small differences. The calcula-
tions correctly predict the smalls yield and chart the relative
decrease in the yield of H2 as a function ofs. There is an error
of up to 20% in the yield, which is equivalent to a factor of∼2
in the absolute scavenging capacity dependence fors, in the
range 107-109 s-1. The origins of this discrepancy are unclear,
although it may in part be due to the fact that the calculations
include an initial unimolecular production of H2 of 0.15
molecules/100 eV. This initial yield appears to be somewhat
higher than suggested experimentally. In fact, the experimental
data in Figure 4 might be taken to imply the absence of an
“initial” H 2 yield.80 Gas phase information shows that H2 is
formed by both ionization and excitation of isolated water
molecules.27,81,82 Furthermore, in the interpretation of the
radiolysis data at highs, it must also be remembered that in
these high-molarity solutions, the local environment of a water
molecule is not the same as in pure water. A variety of effects

G(s) ) Gesc+ (G0 - Gesc)( (τs)1/2 + (τs)/2

1+ (τs)1/2 + (τs)/2) (2a)

G(t) ) Gesc+ 2(G0 - Gesc)Ff(2( tπτ)
1/2) (3)

eaq
- + H3O

+ f H k) 2.3× 1010M-1 s-1 (R1)

eaq
- + OHf OH- k) 3.0× 1010M-1 s-1 (R2)

eaq
- + eaq

- f H2 + 2OH- 2k) 1.1× 1010M-1 s-1 (R3)

eaq
- + H f H2 + OH- k) 2.5× 1010M-1 s-1 (R4)

H + H f H2 2k) 1.55× 1010M-1 s-1 (R5)
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not included in the calculations may facilitate deactivation of
the excited states leading to H2.
Figure 5 shows the modeled formation kinetics for H2 in

deaerated water. In neutral water, the H2 produced by nonho-
mogeneous reaction comes equally (G ) 0.13) from reactions
R3 and R4 with the bimolecular reaction of H atoms making
almost no contribution to the total yield (G≈ 0.01). The time
dependences of the H2 formation via reactions R3 and R4 are
very different; the former is the more rapid even though (2×
k(R3)) is only about 20% ofk(R4).66 The difference reflects
the much smaller initial yield of H (G ) 0.4) compared to eaq-

(G ) 4.9) and its formation via reaction

on the spur time scale. At all times in the nonhomogeneous

evolution of the radiation track, the concentration of eaq
- is much

greater than that of H.
It has been suggested that the “experimental time dependent

formation kinetics” for molecular hydrogen can be obtained from
the scavenger data shown in Figure 3 using a Laplace transform
relationship similar to that given above for eaq

-.10 Since the
scavenging of either of a pair of reacting electrons prevents H2

formation, the scavenging capacity for H2 is assumed to be twice
the scavenging capacity of the solution for eaq

-, i.e.,p) 2k[S].
Consequently, the Laplace transform variable is 2k[S] rather
thank[S] and

The data in Figure 3 can be described by the empirical function9

whereG0 ) 0.15,Gesc ) 0.44, andτ ) 0.47 ns. Thus, the
time dependent formation kinetics are given by eq 3 with these
parameters.
The formation kinetics predicted by this inverse Laplace

transform analysis are also shown in Figure 5. They are
somewhat faster (about an order of magnitude) than the modeled
formation kinetics. This discrepancy has several sources. First,
there is a slight discrepancy, mentioned earlier, between the
calculated and experimental scavenger data shown in Figure 3.
This difference, about 20% in yield or a factor of 2 in scavenging
capacity, would not account for the observed discrepancy. More
important is the fact that the inverse Laplace method makes
the assumption that all the H2 is formed via the bimolecular
reaction of eaq-. A significant fraction of H2 is formed by
reaction R4, and this route is somewhat slower for the reasons
discussed earlier. Finally, the simulations reported refer to a
10 keV section of a 1 MeV track and so ignore the effects of
track ends. Short tracks account for about 29% of the energy
loss events of a 1 MeV electron,12,13and the short-time chemistry
of these more densely concentrated regions of reactants is
somewhat different from that of spurs and blobs. Calculations
in progress suggest this effect may be particularly significant
for the yield of H2, since the formation of H2 is due to reactions
R3 and R4, which involve the encounter of reactants from
different (separate) electronic energy loss events. In contrast,
the effect of track ends on the kinetics of eaq

- is less significant,
since the decay of eaq- is dominated by reactions R1 and R2,
which are reactions of (predominantly) sibling species.
4.4. Hydroxyl Radical Yield. Although the absolute yield

of eaq- and its time dependent decay kinetics in deaerated water
are well-known experimentally, this is not the case for the OH
radical. Only limited information about the time dependence
of the OH yield in water is available. Jonah and co-workers
have made two attempts to perform direct absorption measure-
ments over the time scale 200 ps to 3 ns.4,45 Over this time
period, the yield of OH radical decays by about 27%. Absolute
yields were not reported in the later paper, ref 45, and the values
quoted in the earlier study are of limited precision (C. D. Jonah,
personal communication). To make matters worse, application
of the inverse Laplace transform technique to the scavenger data
is not without problems. Even though there is a great wealth
of scavenger experiments for OH in aerated systems, there is a
large amount of scatter in the data for the effects of scavenging
capacity when different scavengers are considered. The scav-
enger experiments suggest thatGesc≈ 2.5-2.6 andG0 ≈ 5.5.
However, for the data of Schuler and Behar,83 which employ

Figure 4. Scavenging capacity dependence of the yield of H2.
Scavenger experiments: ref 78, NO2

- (0), Cu2+ (O); ref 79, H2O2 (*);
ref 80, H2O2 (4), acrylamide (3), Cr2O7

2- (0 with horizontal slash),
CrO4

2- (O with horizontal slash), NO3- (4 with horizontal slash), BrO3-

(3 with horizontal slash), IO3- (] with horizontal slash), Fe(CN)63-

(+), S2O3
2- (×). Best fit to scavenger data withGesc ) 0.44,G0 )

0.15, andτ ) 0.47 ns9 (solid line). IRT simulation withσ(eaq-) ) 4.0
nm andσ(OH) ) 0.75 nm (b).

Figure 5. Time dependent formation of H2 in the electron radiolysis
of water. ILT of best fit to scavenger data withGesc ) 0.44,G0 )
0.15, andτ ) 0.47 ns9 usingsas the Laplace variable (dotted line) and
usingp ()2s) as the Laplace variable (dashed line). IRT simulation
with σ(eaq-) ) 4.0 nm andσ(OH) ) 0.75 nm shown as solid lines
labeled as follows:G(eaq- + eaq-) (1); G(eaq- + H) (2); G(H + H)
(3); G(unimolecular H2) (4); G(total H2) (5).

eaq
- + H3O

+ f H (R6)

G(p) ) p∫0∞G(t) exp(-pt) dt (1b)

G(p) ) Gesc+ (G0 - Gesc)( (τp)1/2 + (τp)/2

1+ (τp)1/2 + (τp)/2) (2b)
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Fe(CN)64- as the OH scavenger, the best fit value ofτ in the
empirical function (eq 2a) is 0.26 ns, while for the data of refs
84-87, which use HCO2- or HCO2H, τ ) 1.67 ns. This
difference is equivalent to a factor of about 7 on the time scale
of the time dependent decay kinetics of OH in water.
The experimental decay kinetics of OH suggested by the

direct absorption measurements4,45and scavenger data are shown
in Figure 6. The time dependence of the OH decay curve
measured by direct absorption more closely resembles that
predicted by the inverse Laplace transform analysis of the
HCO2

-/HCO2H data than that of the Fe(CN)6
4- data. However,

realistically, it is not possible to make a distinction, since the
two decay curves are very similar and the scatter between the
two sets of absorption data is significant. Also included in
Figure 6 are the predictions of three kinetic simulations in which
σ(eaq-) is 4.0 nm andσ(OH) is 0.5, 0.75, and 1.0 nm. The
choice of a value ofσ(OH) in the range 0.5-1.0 nm does not
affect the predicted kinetics of eaq- (or H2). However, it does
have a significant effect upon the modeled chemistry of OH.
The use ofσ(OH) ) 0.5 nm matches the inverse Laplace
transform of the Fe(CN)64--scavenged yields, whereas a larger
value (σ(OH) ) 0.75 or 1.0 nm) is necessary to reproduce the
HCO2

-/HCO2H data and the curvature from the direct absorp-
tion experiments.
Figure 7 compares the predictions of kinetic simulations on

a 10 keV section of a 1 MeV electron track for the effect of
scavenger on the scavenged yield of OH with experimental data.
The simulations are for distributions withσ(eaq-) ) 4.0 nm and
σ(OH)) 0.75 nm. The calculated yields pass between the sets
of experimental data using Fe(CN)6

4- as the OH scavenger and
those using HCO2- or HCO2H. The chemistry of OH in water
is dominated by reactions R2 and

which contribute almost equally to the removal of OH, with
calculated microsecondG(∆OH)s of 1.2 and 1.6, respectively.
The time dependences of reactions R2 and R7 are very different
with reaction R7 taking place on the 0.1-1 ns time scale and
reaction R2 on the 1-10 ns time scale. The different kinetics
of the reactions result in two components to the decay of OH.
This contrasts with eaq-, where reactions R1 and R2 occur on
virtually the same time scale.

4.5. Hydrogen Peroxide Yield. In contrast to the scavenger
studies of OH, there is remarkable consistency in the data
obtained in experiments examining the effect of scavenging
capacity for OH on the yield of H2O2. Figure 8 shows the
scavenger data available for experiments performed at pH 2 and
at pH 7.89-94 For the most part, the data at pH 2 are for
experiments with Br- as the scavenger for OH, while at pH 7
two different types of OH scavenger, halide ions (Br- and Cl-)
and ethanol, are considered. Included in the figures are the
predictions of simulations for the effect of Br- on the H2O2

yield from a 10 keV section of a 1 MeV track withσ(eaq-) )
4.0 nm andσ(OH)) 0.75 nm. At pH 2, the simulations are in
excellent agreement with the experimental data, matching both
the smalls limiting yield, Gesc, and the absolute scavenging
capacity dependence. Agreement is also very good at pH 7,
although here there is a slight discrepancy in the scavenging
capacity dependence for larges. This discrepancy is due to
differences between the experimental and theoretical conditions.
In Figure 8b, the data for larges are from experiments in

which ethanol was used as the OH scavenger.93 The time
dependent rate coefficient of a diffusion-limited reaction has
the form

whereâ ) k(∞)/(4πD′)3/2 with D′ being the relative diffusion
coefficient of OH and the scavenger.95,96 The time dependence
of the rate coefficient is a misnomer and arises from the
relaxation of the spatial distribution of the scavenger around
an OH.97 The quantityâ is 5.6× 10-7 s1/2 for the reaction of
ethanol with OH, butâ is 2.4× 10-6 s1/2 for the reaction of
Br- with OH.42 This difference reflects the much higher
reactivity of OH with Br- compared to ethanol. The two
scavenger species have similar diffusion coefficients. Usually
the time dependence of a scavenging rate coefficient does not
seriously affect the scavenging capacity dependence of yields,
but theâ coefficient for Br- is particularly large.42 There is
no effect for small s, that is, scavenging at long times.
Simulations for ethanol as the scavenger for OH are also
included in Figure 8b, and the results of these calculations are
in excellent agreement with the experimental data. Table 2
contrasts the effects of Br- and ethanol at a scavenging capacity

Figure 6. Time dependent decay kinetics of OH in the electron
radiolysis of water. Direct absorption experiments: ref 4 (0); ref 45
(O). ILT of scavenger data are as follows: HCO2

-/HCO2H data84-88

(dotted line); Fe(CN)64- data83 (dashed line). IRT simulations with
σ(eaq-) ) 4.0 nm are shown as solid lines labeled as follows:σ(OH)
) 0. 5 nm (1);σ(OH) ) 0.75 nm (2);σ(OH) ) 1.0 nm (3).

OH+ OHf H2O2 (R7)

Figure 7. Scavenging capacity dependence of the scavenged yield of
OH. Scavenger experiments: ref 84, HCO2H (]); ref 85, HCO2H (4),
HCO2

- (×); ref 83, Fe(CN)64- (3); ref 87, HCO2H (O); ref 88, HCO2H
(0). Best fit to scavenger data is as follows: HCO2

-/HCO2H data (solid
line); Fe(CN)64- data (dashed line). IRT simulation withσ(eaq-) ) 4.0
nm andσ(OH) ) 0.75 nm for aerated solution (b).

k(t) ) k(∞)(1+ â/xt) (4)
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of about 1010 s-1 on the scavenged yield of OH and the yield
of H2O2. The effect of the time dependent rate coefficient on
the yield of H2O2 is very significant, resulting in a difference
of over 50%. In contrast, the effect on the yield of scavenged
OH is very small, being less than 4%. Clearly, the use of Br-

as a prototypical OH scavenger can lead to an overestimate of
the reduction in the yield of H2O2 at highs if care is not taken
in the modeling. The good agreement between simulation and
experiment for the yield of H2O2 suggests thatσ(OH) ) 0.75

nm is appropriate, cf. the smaller and larger widths that were
also considered earlier.
In a previous compilation9 the two sets of data for the

scavenging capacity dependence of the yield of H2O2 at pH 2
and pH 7 were presented together. This combination was
inappropriate, since there is a considerable effect of pH on the
yield of H2O2, cf. Figure 8. The experimental scavenger
capacity dependence of the yield of H2O2 is accurately described
by the empirical function (eq 2b) and the parametersGesc )
0.77,G0 ) 0.0, andτ ) 0.48 ns at pH 2 and byGesc) 0.67,G0

) 0.0, andτ ) 0.13 ns at pH 7 (N.B.,p ) 2s). Changing the
pH has little effect on the yield of reaction R7. The principal
cause of the differences between the data at the two pHs is found
in the reaction

This reaction leads to the destruction of the observed product
(and the production of OH radical). The kinetics of reaction
R8 in deaerated water and in solutions with a scavenging
capacity for OH of∼1 × 105 s-1 is considered in Figure 9.
The presence of a small concentration of OH scavenger does
not affect the chemistry of reaction R8, since it scavenges only
those OH radicals escaping the short-time nonhomogeneous
stage in the development of the system. When the solution is
aerated, the added solute scavenges eaq

-. This reaction reduces
the yield of reaction R8 by removing eaq-. However, the
lifetime of eaq- in aerated solution is∼200 ns. On this time
scale, the yield of reaction R8 is still significant. The yield at
1 µs is 0.114 compared to 0.128 in deaerated solution. Thus,
the presence of the O2 or acetone has almost no influence on
the yield of H2O2. At pH 2, the scavenging capacity of the
solution for eaq- is considerably larger than in aerated solution;
the lifetime of eaq- at pH 2 is∼4 ns, and consequently, the
yield of reaction R8 is reduced to 0.048, less than about half
that in aerated solution. The destruction of H2O2 via reaction
R8 accounts for a reduction of 16% in theG value at 1µs
compared to that expected from the yield of reaction R7. (In
the experiments of ref 93, 10-3 M acetone is included as a
scavenger for eaq-. The lifetime of eaq- in 10-3 M acetone
solution is∼150 ns, so the effect on the chemistry of the
production of H2O2 is similar to that observed for aeration.)
The use of a spatial distribution withσ(OH) ) 0.75 nm is

further justified by considering the formation kinetics of H2O2

Figure 8. Scavenging capacity dependence of the scavenged yield of
H2O2. (a) Scavenger experiments for pH 2: ref 90, Br- (0); ref 89,
Cl- (]); ref 91, Br- (O); ref 92, Br- (+); ref 93, EtOH (4), PrOH (*).
Best fit to scavenger data is withGesc) 0.77,G0 ) 0.0, andτ ) 0.48
ns. IRT simulation withσ(eaq-) ) 4.0 nm andσ(OH) ) 0.75 nm (b).
(b) Scavenger experiments for pH 7: ref 91, Br- (O); ref 93, EtOH+
10-3 M Me2CO (4); ref 94, EtOH (3). Best fit to scavenger data is
with Gesc ) 0.67,G0 ) 0.0, andτ ) 0.13 ns. IRT simulation with
σ(eaq-) ) 4.0 nm andσ(OH) ) 0.75 nm with aerated Br- (b) and
EtOH + 10-3 M Me2CO (2).

TABLE 2: Effects of Different Scavengers on the Yield of
H2O2 and the Scavenging of OH in Solutions with the Same
Scavenging Capacity for OH

solution

scavenging
capacity for
OH/s-1

calcd
G(H2O2)

measured
G(H2O2) G(∆OH)

5 M ethanol 0.95× 1010 0.150 5.07
5 M ethanol+
10-3 M acetone

0.95× 1010 0.153 0.15293 5.09

1.0 M bromide 1.1× 1010 0.095 5.32
aerated 1.0 M
bromide

1.1× 1010 0.101 5.31

Figure 9. Time dependent kinetics of the reaction eaq
- + H2O2

(reaction R8). IRT simulations withσ(eaq-) ) 4.0 nm andσ(OH) )
0.75 nm shown as solid lines are labeled as follows: deaerated water
(1); deaerated 10-5 M Br- (2); aerated 10-5 M Br- (3); 10-5 M Br- at
pH 2 (4).

eaq
- + H2O2 f OH+ OH- (R8)
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in water and comparing simulated kinetics and the inverse
Laplace transform (ILT) kinetics predicted by the empirical
function (eq 3) with the best fit parameters obtained from the
scavenger experiments at pH 7. Figure 10 shows the ILT result
(analyzed using a time dependent scavenging rate coefficient)
and the results of simulations withσ(eaq-) ) 4.0 nm andσ-
(OH) ) 0.5, 0.75, and 1.0 nm. The best agreement is found
for the simulations withσ(OH) ) 0.75 nm.
4.6. Spur Parameters. It is appropriate to consider the

physical implications of the local, or spur, distributions of eaq
-

and of the heavier reactants, OH and H3O+. As discussed
earlier, the relative separation of eaq

- and its sibling reactants
OH and H3O+ essentially determines the decay kinetics of the
eaq-, since the chemistry of eaq- is controlled by reactions R1
and R2. These reactions have microsecondG values of 0.6
and 1.2, respectively, compared to a totalG(∆eaq-) of ∼2.4.
For the Gaussian distributions employed here, the relative
separation of an eaq- and its sibling reactants is a Gaussian of
standard deviation (σ2(eaq-) + σ2(OH))1/2 ≈ 4.1 nm. This
separation is primarily determined by the distribution for eaq

-

with σ(eaq-) ) 4.0 nm. The clear implication of this result is
thatσ(eaq-) mainly represents the thermalization of the subex-
citation electron. Additional evidence is the fact that the value
of σ(eaq-) is not affected by the choice ofγfinal ) 5 or 25 eV;
in other words, the local spatial distribution of eaq

- within a
spur is due mainly to the slowing of the low-energy electron
from 5 eV to thermal energies or the trapping processes that
occur concomitantly. There is a significant difference between
the thermalization distributions derived here and the spur
standard deviation obtained in deterministic calculations.9,31,98,99

These calculations considered either a track-averaged isolated
spur9,98,99or a distribution of isolated spurs31 and were unable
to faithfully reproduce both the observed decay kinetics of eaq

-

and the scavenger concentration studies of eaq
-, OH, H2, and

H2O2. This is also true of previous stochastic studies employing
a distribution of isolated spurs.38 The present track calculations
consider realistic electron tracks, not spatially and chemically
isolated spurs, and correctly incorporate the proximity of
adjacent energy loss events and clusters of reactants. When
calculations are performed using “isolated spur” distributions
obtained from Monte Carlo track-simulated tracks with the
widths obtained here, the modeled kinetics are in considerable
error. (The spur size distribution is obtained by setting the
overlap time to 1 ps and is found to be very similar to that

predicted by analytic analysis of the energy loss distribution.20)
Narrower spur widths on the order of 2-3 nm do permit
agreement with some, but not all, of the experimental data.
Effects due to the proximity of spurs are completely ignored in
both deterministic and stochastic “isolated spur” calculations,
and these effects have a significant influence on the observed
experimental chemistry of water.
In contrast to eaq-, the chemistry of OH is dominated by

reactions R2 and R7 with the latter making the greater
contribution; the calculated microsecond∆G(OH) values are
1.2 and 1.6, respectively. The formation of H2O2 (and the decay
of OH) is strongly influenced by the relative separations of OH
radicals, that is, the value ofσ(OH). Consequently, the initial
spatial distribution of OH reflects a combination of the distance
traveled by a low-energy electron ofE ≈ γfinal before it
undergoes a (terminal) electronic collision, i.e., the distance
between the two nearest neighbor electronic collisions, and of
the fragmentation distribution of the highly reactive molecular
ion H2O+, which is the parent of OH. The root-mean-square
distance between two OH radicals originating in the slowing
down of a 25 eV electron isσ(OH)x6≈ 1.8 nm. This distance
is considerably smaller than the calculated mean free path
between electronic collisions for a 25 eV electron (∼20 nm).
However, at 25 eV the cross section for elastic collisions
dominates that for inelastic collisions; the ratioσelastic:σinelastic
is ∼9:1. When the degradation of the electron is simulated to
γfinal ) 5 eV, the average nearest event distance is of similar
size to the root-mean-square distance between OH radicals using
a Gaussian distribution of standard deviation 0.75 nm. It should
be noted that cross sections are questionable below 25 eV and
quantitative comments regarding the slowing of such low-energy
electrons have to be viewed with caution.

5. Conculsions

Detailed stochastic modeling studies have been presented for
the electron radiolysis of water and aqueous systems. Agree-
ment between calculation and experimental data implies that
the most important input in such modeling studies is the initial
configuration of the reactants. The spatial distribution of
reactants is determined by the structure of the radiation track
and, therefore, by the energy loss properties of the electron in
the medium of interest.
Comparison of the experimental data for the time dependent

yield of eaq- and the scavenging capacity dependence of the
scavenged yield of eaq- with stochastic diffusion-kinetic
simulation shows a “thermalization” distribution for eaq

- of σ
≈ 4 nm. This value is in good agreement with picosecond laser
studies of the photoionization of water and with photoelectron
ejection studies. Calculations for the formation of H2 also agree
with experimental yields. Detailed examination of the simula-
tion results reveals that (at pH 7) the H2 formed by nonhomo-
geneous reaction as opposed to unimolecular processes is due
to the reactions (eaq- + eaq-) and (eaq- + H). The time scales
of the two reactions differ by about a factor of 2, although they
contribute equally to the yield of H2 in water radiolysis.
Calculations for the radiation-induced chemistry leading to

the formation of H2O2 are in agreement with experimental data.
These calculations show the importance of the secondary
reaction (eaq- + H2O2) in determining the observable yield of
H2O2. In aerated water, where homogeneous reaction is
prevented, the yield of the reaction is∼0.12. Even in water at
pH 2 where the lifetime of eaq- is only∼4 ns, the yield is only
reduced by 70%. Uncertainties concerning the experimental
yield of OH make detailed comparisons with calculation
difficult. The results reported here are consistent with the

Figure 10. Time dependent formation of H2O2 in the electron radiolysis
of water. ILT of best fit to experimental scavenger data at pH 7 with
Gesc ) 0.67,G0 ) 0.0, andτ ) 0.13 (dashed line). IRT simulations
with σ(eaq-) ) 4.0 nm shown as solid lines labeled as follows:σ(OH)
) 0. 5 nm (1);σ(OH) ) 0.75 nm (2);σ(OH) ) 1.0 nm (3).
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available data, reproducing both the decay kinetics and the yields
in scavenger experiments.
Although the calculations presented describe most of the

experimental data, there are still discrepancies within the
experimental data that the model cannot address. It is hoped,
however, that the model will highlight these discrepancies and
lead to further examination of some of these chemical systems.
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